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Let a> 1. For each positive integer n, a polynomial Sn(x) of degree ~n is con­
structed such that Sn(x) ~ exp( -Ixl '), Ixl ~ Cn l !', where C> 0 is independent of n.
These polynomials enable one to estimate Christoffel functions and prove L p

Markov-Bernstein inequalities for all 0 < p ~ CXl, and for all the weights
exp( -Ixl '), a> 1. In particular, the gap I < a < 2 in Feud's approximation theory
can be filled, and one can prove L p Markov-Bernstein inequalities for 0 < p < 1.

1987 Academic Press, Inc.

1. INTRODUCTION

The early papers of Freud [6,7] and Nevai [21,22] on weighted
approximation for exponential weights dealt primarily with weights such as
W2k (X) = exp( _XZk ), where k is a positive integer, The reason for this was
that the (n + 1)th partial sum, Sn(x) say, of the Maclaurin series for WZk(x)
satisfies

(1.1 )

where C> 0 is independent of nand x. Here ~ denotes that the ratio of Sn
and W Zk is bounded above and below by positive constants independent
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of nand x. These polynomials facilitated estimation of Christoffel functions
and proofs of Markov-Bernstein inequalities.

Subsequently, Freud [8-1 OJ realized that, in order to provide upper and
lower bounds for Christoffel functions, it suffices to construct polynomials
that equal the weight at one point and that approximate the weight on one
side only, rather than satisfy (1.1). This, and other ideas, enables Freud to
prove weighted Markov-Bernstein inequalities in Lp ( I ~ p ~ x), and to
develop a theory of weighted approximation for a large class of weights,
which included W~(x) = exp( -Ixl '), C(): 2. A partial theory of
approximation for W 1(x) was developed by Freud, Giroux, and Rahman
[ 12].

One gap in Freud's theory was that it did not treat the weights W,(x),
I < C( < 2: The methods of [6·10, 21, 22 J did not yield lower bounds for
the Christoffel functions to match the upper bounds in [9]. The partial
lower bounds obtained by one of us [17, Theorem 3.6(ii)J and Mhaskar
and Saff [20, Theorem 6.5(b) J do not really fill this gap. See [17 J for
further results and references on Christoffel functions, and Mhaskar [19 J
and Nevai [25 J for more general surveys.

A futher gap in Freud's theory is that his method of proving L
f
,

Markov-Bernstein inequalities does not work for 0< p < I. Using the
polynomials {Sn(x)} that satisfy (1.1), Bonan [3J and Bonan and Nevai
[4 J filled this gap for weights such as Ixl Ii exp( - x 2

). In this paper the gaps
1 < C( < 2 and 0< p < 1, C( > I will be filled. One of the main results of this
paper IS

THEOREM 1.1. Let C( > I. There exist even polynomials Sn(x), n = I, 2, ...,
such that

(i) Sn(x) has degree at most n,

(ii) Sn(x) ~ W,(x), Ixl ~ C 1n U
',

(iii) IS~(x)1 ~ C2 1x"," -1 W,(x), Ixl ~ C 1nil"

and in particular

(1.2 )

(1.3 )

Here the constants C 1 , C2 , and C] are independent oj' nand x.

It will be shown after Theorem 7.4 that assertions (i) and (ii) of
Theorem 1.1 cannot hold for any C( E (0, I]. For C( ): 2, one can replace the
~ in (1.3) by ~, at least for Ixl ): 1, but the proof of this will be omitted.
One easy consequence of Theorem 1.1 is



CANONICAL PRODUCTS 151

COROLLARY 1.2. (Estimates of Christoffel functions). Let C( > 1. For
n = 1, 2, 3,..., and x E IR, let

'U~, x) = inf f" (PW~)2(U) du/p2(x),
-(f)

where the infimum is taken over all polynomials P(x) of degree at most n - 1.
There exist positive constants C 1 and C2 independent of n and x, such that

(i) An(~;x)~nl/~-l~(x), Ixl,,;C1n 1
/\ (1.4)

(ii) ,U~; x) ~ C2nl/~--1~(x), x E IR. (1.5)

Corollary 1.2 is a special case of Theorem 7.4. A further straightforward
consequence of Theorem 1.1 is the "local" Markov-Bernstein inequality in
Theorem 7.3. The most important special case is

COROLLARY 1.3. (Markov-Bernstein Inequality). Let C( > 1 and
0< p,,; 00. For n = 1, 2, ..., and all polynomials P of degree at most n,

where C is independent of nand P.

To construct the polynomials of Theorem 1.1, we consider entire
functions that are canonical products of Weierstrass primary factors with
only negative real zeros. The general asymptotic results for canonical
products in Boas [2] and Levin [14] are not sufficiently precise for our
purposes, but those in Abi-Khuzam [1] are. However, our approach is dif­
ferent from that in [1], since we wish to treat more general weights in a
subsequent paper, and thus prove some of the preliminary results in a
general form.

Unfortunately, in considering general weights W(x) = exp( - Q(x)), one
has to use the results in [18], and one has to treat separately the cases
where Q(t) grows slower, or at least as fast as t2

, as itl ---> 00. There is a
further problem when Q( t) grows slightly slower than t2 or t4

, as Itl ---> 00.

Hence the decision to treat only the weights W~(x), C( > 1, in this paper.
The paper is organized as follows: In Section 2, we present our notation.

In Section 3, some preliminary lemmas are established, and in Section 4, a
"remainder" term is approximated by polynomials. In Section 5, we use the
partial sums of Maclaurin series to approximate certain entire functions by
polynomials, and in Section 6, the proof of Theorem 1.1 is completed. Sec­
tion 7 contains the proofs of Corollaries 1.2 and 1.3, as well as several
further results.
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Given Y. > 0, we let

LEVIN AND LlJBIi'<SKY

2. NOTATION

W,(x)=exp( -Ixl'), X E IR.

Throughout, p,,( W;; x), n = 0, 1, 2, ..., denote the orthonormal polynomials
for W;, satisfying

r p,,(W;;x)Pm(W;;x) W;(x)dx=6 m",
y

Further, for n = 1, 2, 3, ... and all x E IR,

m, n=O, 1,2, ....

).,,(W;,x)=infr (PW~)2(u)du/p2(X),
y

where the infimum is taken over all P E ,~, _ " the class of real polynomials
of degree at most n - I. Given 0< p:( eN, 11'11 LpIH) denotes the usual L"
norm on IR. As in [17J, for 0< p:( eJ), and non-negative integers j, we
define

XE IR, (2.1 )

n=j+ l,j+2, .... Note that, as in [17],

11-1

{ic".2(W~,j,x)} 2= I {p/j )(W;;X)}2,
k~O

and

(2.2)

(2.3 )

Throughout, C, C" C2 , ... denote positive constants independent of nand
x. Different occurences of the same symbol do not necessarily denote the
same constant. When stating inequalities for polynomials P of degree at
most n, the constants will be independent of P, n, and x. To denote depen­
dence of constants C on parameters :I., p, ... , we write C = C(:I., p), and so
on.

The usual symbols ~,o, and °will be used to compare functions and
sequences. Thus, f(x) ~ g(x) if for some C, and C2 , C 1 :(f(x)/g(x):( C2
for all x considered. Given a non-negative integer I, the Weierstrass
primary factor of order 1 is

£(z, l) = {(I-Z)
(l-z)exp(z+z2/2+ ... +z'//),

1=0
1>0.
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Finally, for any real x, [x] denotes the largest integer ::::; x and
#d denotes the number of elements in a set .lIi, while [0, z] denotes the
directed segment from 0 to Z E C.

3. PRELIMINARY LEMMAS

The following lemma shows that it suffices to consider the weights
W,(.x), 1< (X < 2:

LEMMA 3.1. Assume that for each (X E (1, 2), there exist even polynomials
{Sn(x)} =0 {Sn,,(x)} satisfying (i), (ii), and (iii) in Theorem 1.1. Then, for
each (X > 1, there exists even polynomials {Sn( x) } =0 { Sn,,( x)} satisfying (i),
(ii), and (iii) in Theorem 1.1.

Proof Let (X> 1. There exists a non-negative integer m such that
2m <(X::::;2m + 1

• Let
f3 = (X/2 m

, (3.1 )

so that 1< f3 ::::; 2. If f3 = 2, then (X is a positive even integer, and standard
methods [7, 21] show that the partial sums of the entire function W,(x)
(which are even) satisfy (i), (ii), and (iii) of Theorem 1.1. So suppose
1< f3 < 2. By hypothesis, there exist even polynomials Sn,fi( x) of degree at
most n satisfying

Sn,P(x) ~ Wfi(x),

IS;,,{i(X)::::; C1lxl fi - 1 W{i(x),

Ixl::::; Cnl!f!,

Ixl ::::;Cn1!{i.

(3.2 )

(3.3 )

For each positive integer n, let k = [n/2 m
] and let

(3.4 )

which is an even polynomial of degree at most n. By (3.1) and (3.2), we see

provided

Ix2"'1 ::::;Ckl!fi~nl!fi,

which is true if Ixl::::; C 2 n 1!,. Further, by (3.3) and (3.4) for Ixl::::; C 2 n J!"

IS~,~(x)1 = 2m lxl 2m - IIS~,{i(x2m)1

~ C12m lx1 2
"' - J Ixl 2m

(fi - I) W{i(x 2m
)

=Cl 2m lxl' lW,(X),

by (3.1). I
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(3.5 )

(3.6)

{S,,(x)} == {S".,(x)}

The next lemma shows that it suffices to approximate on part of the
positive real axis:

LEMMA 3.2. Let A> O. Assume that for each /3 E (:\-' I), there exist
polynomials {T,,(x)} == {T".{i(X)} and constants C 1 and C2 such that

(i) T,,(x) has degree at most n;

(ii) T,,(x)~ Wfi(x), XE [A, C 1n 1
/ IJ J;

(iii) IT;,(x)1 ~ C 2 1xl l! I Wfi(x), XE [A, Cln l/fi ].

Then, for each a> I, there exist even polynomials
satisfying (i), (ii), and (iii) in Theorem 1.1.

Proof By the previous lemma, we need consider only a E (I, 2). Let /3 =
a12, so that I~ E (:\-' I). For each positive integer n, let

so that S"., is even and has degree at most n. Since a = 2/3 < 2, we have

X E IR,

so that by (3.5),

provided x 2 + A E [A, C1[n12J I/IIJ, which is true if Ixl ~ C4 n l
/,. Thus, S".,

satisfies (i) and (ii) in Theorem 1.1. Further, by hypothesis, for Ixl ~ C4 n 1
/\

\S;,.,(x)\ ~ 21x\ C 2(X 2+ A )11
- I W 1;(.x·2 + A)

:<{Cs(X 2+A)/! 1/2W,(X), Ixl ~ 1,

" Cslxl W,(x), Ixl :S 1,

:s c,!,xr I W,(x),

as /3 = al2 and a - 1 < I. I
Various forms of the following lemma are well known in complex

function theory, but for completeness we include a full proof of the par­
ticular form we need.

LEMMA 3.3. Let 4J( t) he a function continuous and non-decreasing In

[0, CX/)), with 4J( 1) = 1 and 4J( t) ~ 0, t E [0, CD). Assume further that

lim ¢(t) = ct:/), (3.7 )
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and assume there exists a non-negative integer I such that

fOO ¢J(t)/t' + 2 dt<oo.
1

For n = 1, 2, 3,... , let r" be the smallest positive root of the equation

¢J(r,,)=n.

Let

'xc

G¢(z) = TI E( -z/r", I).
,,~1

155

(3.8 )

(3.9)

(3.10)

Then, G¢(z) is an entire function, and for a suitable determination of the
logarithm,

log G¢(z) = (-1 )IH(z) + U(z) + F(z), ZEC\(-CO,O), (3.11)

where U(z) is a polynomial of degree at most I, and

and

fOC ¢J(t) (Z)I + 1
H(z)= - - dt,

I t + z t

F(z) = fX [¢J(t)J - ¢J(t) (~) dt,
I t + z t

Z E C\( - U::, 0),

ZEC\(-OO,O).

(3.12 )

(3.13 )

Proof First note that the integral in (3.12) converges uniformly for z in
compact subsets of C\( - co, OJ (by (3.8)) and hence defines an analytic
function there. Similar remarks apply to the integral in (3.13) as
I[¢J(t)J - ¢J(t)1 ~ 1. Using the first of the identities,

1 (7)/+ 1 1 7 1
(-1)/-

7

': =-7~+ L (-z)'t i I

t+~ t t+~ t j~1

1 I 1
=----+ L (-z)jt- j

I

t t+z i~l

and using (3.12), we see that for z E C\( - co, 0),

(3.14 )

(3.15)

(3.16 )

fOC 1 (7)/+ I
(-I)'H(z)= {(¢J(t)-[r,6(t)J)+[¢J(t)J}(-I)'- ~ dt

I t + z t

fxc [r,6(t)J (Z)I+ I
= -F(z)-U(z)+(-I)1 -- - dt,

I t + z t
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by (3.13), and where U(z) is a polynomial of degree at most!. Next, for
n = 1, 2, ..., let Xn(t) be the characteristic function of the interval [rll,x)).

Then, for t E (0, oc),

11=1

= # {n: n ~ ¢(t)} = [¢(t)J,

by (3.9) and monotonicity of ¢. Next, by (3.8) and (3.17),

:D > fl''Z' [¢(t)J t I 2dt = f r Xn(t) t I 2dt
11= 1 I

(3.17)

f

=(1+1) lIr ll
1

I. (3.18)
1/= I

Here the interchange of series and integral is justified as all terms in the
series and integral(s) are non-negative (Halmos [13, p. 112, Theorem BJ).
It follows from (3.18) that G,p(z) is entire (Boas [2, p. 19 J). Now let z be
real and positive. Applying (3.17) and noting that all the terms in the series
and integral are real and have the same sign, we see that

(-I)/f' [¢(t)J (~)I+ldt
I t + z t

= ±rXII(t)(~)/j I (-I)/dt
lI~l 1 t+z t

= n~lr H- t ~ z +Jl (-z)/t 1- l} dt

IItl {log(1 +z/r ll )+/tl (-z)/j I rll J}
y.

I log E( - z/r,I' l) = log G,p(Z).
11=1

(by (3.15))

(3.19 )

From this last identity and (3.16), we see that (3.11) holds for z real and
positive. As both sides of (3.11) are analytic in 1[\( -:D, OJ, the result
follows. I

Our strategy in constructing polynomials satisfying the hypothesis of
Lemma 3.2 will be to approximate each of G,p(z) exp( - U(z)) and
exp( - F(z)) by polynomials along some ray {r exp(i8o): r E (0, :D)}, and
then to multiply these polynomials as an approximation to

exp(( -1 )/H(z)) = G,p(z) exp( - U(z) - F(z)).



CANONICAL PRODUCTS 157

In the case of Lemma 3.2 we shall choose rjJ(t) = t f3 , 1=0, and it will turn
out that for suitable A> 0, eo E ( - TC, TC) and z = r exp(iBo), r> 0,

4. THE REMAINDER TERM exp( - F(z))

The purpose of this section is to prove the following general proposition,
which can be used to deal with exp( -F(z)):

PROPOSITION 4.1. Let tjJ( t) he a measurable function on [I, IX)) satisfying

and let

ItjJ(t)1 ~ 1,

Fo(z) = IX tjJ(t) ~ dt,
I t + z t

t E [1, IX)),

ZEC\(-IX), -I).

(4.1 )

(4.2)

Let '1 > I and {T,,} ,~~ I he a sequence of positive numbers satisfying

for all n large enough. (4.3 )

Finally, let - TC < eo < TC. Then, for each positive integer n, there exist
polynomials P ,,(z) of degree at most n, such that

and

IF,,(z) exp(Fo(z))1 ~ I, (4.4 )

(4.5)IP;,(z)exp(Fo(z))1 ~C(l + Izl)~I,

for all z E [0, T" exp(ieo)].

The proof of Proposition 4.1 will be split into several lemmas, all of
which assume the hypotheses of Proposition 4.1.

LEMMA 4.2. Consider the ellipse Iffn with foci at °and Tn exp(ieo), and
with major semi-axis equal to I + Tn/2, for each positive integer n (Fig. I).
Let £ > °be so small that

- TC + e < eo < TC - £.

Then there exists A > °such that the set

does not intersect Iff", n = 1, 2, 3, ....

(4.6)

(4.7)
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FrGURE 1.

Proof The point z = re ill lies outside t'" if the sum of its distances to 0
and Fn exp(i0o) (the foci of t',,) exceeds 2 + F" (the major axis of 6"n)' Now,
if n - E ~ 0 ~ n + E, then

{
~n - 00 + I: < 2n

O~Oo=(n-Oo)+(O-n) (J
;;:::n- 0-1:>0,

by (4.6). Hence, for some I] E (0, 1) independent of (J, cos ((J - ( 0 ) ~

1- I] < 1. Then,

Izl + Iz - F n exp(i0o)1 = r + IF" - r exp(i((Jo - 0))1

;;:::r+Fn-rcos(O-Oo)

;;::: I]r + F" > F li + 2

if r;;::: 2/1]. Thus, we may choose A = 2/1]. I

LEMMA 4.3. Let A and :it he as in Lemma 4.2. Let

Fr(z)=fYC !/J(t):'dt,
2A t + z t

Z E C\( - :J-J, -2A). (4.8)

Then F, (z) is analytic in C\f0 and satisfies there

(i) 1F;(z)1 ~ Cr/(izi + 1);

(ii) IFr(z)1 ~ Cr log(l + Izl).
(4.9)

(4.10)

In particular,

(iii) n C~lexp(-Fr(z))I~nC,

Proot: If z = re lO with 101 < n,

ZEg:" n= I, 2, 3, .... (4.11 )
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by (4.1) and (859.163) in Dwight [5, p.228]. Here, if 8=0, one must
replace 8/sin 8 by its limiting value 1. Further, if Izi ~ A, we see

(4.13 )

From (4.12) and (4.13) we obtain (4.9) for z E C\~ and some suitable
Ct. Then (4.10) follows as F 1(0)=0. The last assertion of the lemma
follows from (4.10) and Lemma 4.2, and as

n= 2,3, ...,

by (4.3). I

LEMMA 4.4. Let g be the ellipse with foci at z 1 and z2 and with semi-axes
a and h. Then for any function g, analytic on g and its interior, one can find
polynomials P;;'(z) of degree at most n, n = 1, 2, 3, ... , such that

where

max{lg(z)-P;;'(z)l: ZE [ZI' Z2J}

~ 2 max {I g(z)l: z E g} p -n/(p - 1), (4.14 )

(4.15 )

Proof The special case z t = - 1 and z 2 = 1 is considered in Lorentz
[15, p.78, inequality (6)]. Since a suitable linear transformation maps g
onto the ellipse with foci at - 1, 1 and sum of half-axes p, the general case
follows. I

Proof of Proposition 4.1. It obviously suffices to prove (4.4) and (4.5)
for all large enough positive integers n. Let gn and ~ be as in Lemma 4.2.
Since tff" does not intersect ~ (by Lemma 4.2), we can use Lemma 4.4 with
g = gn and g(z) = (d/dz)(exp( -F1(z))). For this case

a = 1 + 1 n/2;

and

Hence, by (4.15)

p> 1 +21;;1/2. (4.16 )
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Applying Lemma 4.4, and using the estimates (4.9), (4.11), and (4.16),
we conclude that there exist polynomials P/~(;:) of degree at most n- I,
n = I, 2, 3, ..., such that for Z E [0, I'll exp(i8o)],

l ~eXP(-F("))-P* (~)1:<2nC(I+2r 1/2) (11 IJT
,
/ 2

dz I ... n I':', -......::: 11 n

~ C3 exp( - C4(log n )'7),

for some suitable C3 and C 4 , by (4.3). Now define a polynomial Pn(z) of
degree at most n, by

and

to obtain for Z E [0, I'll exp(i8o)],

I~ exp( - F 1(z)) - p~(Z)1 ~ C3 exp( - C4(log n )ry). (4.17)

Since exp( -F1(0)) = I, we can integrate to obtain

lexp( -F](z)) - PIl(z)1 ~ Csexp( - C6 (log n)ry), (4.18)

for z E [0, I'll exp(i8o)]. Using (4.11) and (4.18), we deduce that

;: E [0, I'll exp(i8o)].

Further, using (4.9), (4.11), and (4.17), we deduce that

IP~(z) exp(F1(z))1 ~ C~/(izi + I), Z E [0, I'll exp(i8o)].

To complete the proof of (4.4) and (4.5) if suffices to show that for Z E

[0, Tn exp(i8olJ,

In view of (4.2) and (4.8), this is equivalent to showing

I
f2A t/!(t) (Z) 1-- - dt ~C9'

I t + z t

for all z E [0, I'll exp(i8o)J. For Izi ?: 3A, such a bound is evident, and for
z E [0, 3A exp(i8o)], the bound follows by continuity. I

5. THE ENTIRE FUNCTION G,p(z) exp( - U(z))

Throughout this section, we assume the hypotheses of Lemma 3.3. First,
we establish some properties of G,p and H.
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LEMMA 5.1. (i) There exists C such that for Izi = r? 0,

IG¢(z)1 ~exp(CH(r)).

(ii) For z = rete, 181 < n,

IH(z)1 ~ fi H(r) max{ 1, (1 + cos 8)-1/2}.

(iii) For r > 0,

l~rH'(r)IH(r)~I+ 1.

(iv) H(r) and H(r)lr' are non-decreasing in (0,00).

(v) Forr?l,

H( 1) r' ~ H(r) ~ H( 1) r' + I.

(vi) For z = rew, 181 < n,

161

(5.1 )

(5.2)

(5.3 )

(5.4 )

IzG~(z )/G¢(z)1 ~ 2(/ + 1) H(r) max {I, (l + cos 8) -I }. (5.5)

Proof (i) This follows from (2.6.9) in Boas [2, p. 19J and from (3.10)
and (3.12) above. Note that n(t) = [¢(t)J ~ ¢(t) in our case.

(ii) From (3.12),

IH(z)1 ~ fW JJ!l (!.-)'+1dt.
1 It + zl t

Now, if cos 8? 0,

On the other hand, if cos 8 < 0, the inequality 2rt ~ r2 + t2 yields

(5.6)

We deduce that for 181 < n,

lilt + zl ~ fi max{ 1, (l + cos 8)-1/2 }/(t + r). (5.7)

Together with (5.6) this yields (5.2).

(iii) From (3.12),

rH'(r)=f
x

¢(t) (!.-)'+I {(/+I)t+lr}dt.
1 t+r t t+r
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Then (5.3) follows as
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I
(l + 1) t + Ir I

~ ~ + 1.
t+r

(iv) From (5.3), we see that

H'(r) ~° and

(v) This follows by integrating (5.3).

(vi) From (3.19), we see that

zG' (z )jG (z) = ( _ 1)1 IX [~(t)] (:.)1 + , {(l + 1) t + IZ} dt
,p,p I t+z t t+z

and using (5.7), we easily obtain (5.5). I

LEMMA 5.2. Let

f(z) = G,p(z) exp( - U(z)), Z E iC. (5.8 )

Let Rn(z) be the (n + 1)th partial sum of the Maclaurin series ol f(z),
n = 1, 2, 3,.... Let ()o E ( - n, n). Assume that {~n} is a sequence of positive
numbers such that for some C, and C2 ,

H(~n) ~ C,n, n= 1, 2, ... , (5.9)

and

1~ ~n ~ C2 n'/I, n=1,2, ...,if/>O, (5.10)

O~log ~n~ CA n = 1, 2, ..., if I = 0. (5.11 )

Then there exist C 3 and C4 such that for z=rexp(i()o) and rE(O, C3 , ~,J,

(i) IRn(z)1 ~ If(z)l.

(ii) IR~(z)1 ~ {C4(H(r)jr)lf(z)l,
C4(H(r)jr + 1)If(z)l,

r~ 1,

r < 1.
(5.12 )

Proof Let °< c~!. Cauchy's integral formula yields for Izi ~ [;~n,

IR~(z) - f'(z)1 ~ 2(c~n) 'max{ IRn(t) - f(t)I: It I ~ 2c~n}' (5.13)
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(5.14 )

Further, Cauchy's integral formula yields in the usual way, for It I :0:; 26~n'

IRAt)- f(t)1 = 1(21ri)-1 f f~) (~)n dUI
lui = ~n U t U

:0:; 2 max{ If(u)1 : lui = ~n }(26t

:0:; 2 exp( CsH((n) + C6~~)(26 t
(by (5.1), (5.8), and as U has degree at most l)

:0:; exp(C7 n +n log(26)),

by (5.9), (5.10), and (5.11). From (5.13) and (5.14), we deduce

IR/j)(z) - f(j)(z)1 :0:; exp(Cgn + (n - j) log(2B)), (5.15)

for j = 0, 1, Izl:O:; 6(n, and some Cg independent of 6. Next, Lemma 4.3
shows that for z = r exp(i8o) and r E (0, ex) ),

IF(z)1 :0:; C9 log( 1+ Izl), (5.16 )

where C9 is independent of z. Next, by (3.11) and (5.8), for z E

(0, ~Il exp(i8o)J, we have

If(z)1 = lexp(( -l)/H(z) + F(z))1

~ exp( - C lO { H(~Il) + log(1 + ~n)})

(by (5.2), monotonicity of H, and (5.16))

(5.17 )

by (5.9), (5.10), and (5.11). Together with (5.15), this shows that

Z E (0, 6~1l exp(i8o)J,

provided 6 is small enough. Next if z = r exp(i8o) and r> 0,

1/,(z)/f(z)1 :0:; IG;'(z)/Gq\(z)1 + IU'(z)1

{
CdH(r)/r + r/- 1),

:0:;
CdH(r)jr+ 1),

r~ 1,

r < 1.
(5.18 )

Here we have used (5.5) and the fact that U is a polynomial of degree at
most l. Using (5.4), (5.15), (5.17), and (5.18), we see that (5.12) follows for
z E (0, 6~n exp(i8o)J, provided 6 is small enough. I
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6. PROOF OF THEOREM 1.1

To prove Theorem l.l, it suffices to construct polynomials {Tn(x)]

satisfying the hypotheses of Lemma 3.2. Let us fix ~ < 13 < 1 and let

t E [0, ex:;).

This choice of rjJ satisfies the hypotheses of Lemma 3.3 with 1=0. Further,
we see from (3.12) that

feo tfJ (Z) fI tli (Z)H(z)= - - dt- - - dt
a t+z t a t+z t

= n cosec(nf3) zfJ + O( 1),

(6.1 )

(6.2)

uniformly in the sector larg(z)1 ~ n +c for any 0< c < n. Here we have used
(4.1.6) in Boas [2, p.56J and have applied (5.7) to the second integral
in (6.1). Next, as ~<f3<l, we can choose 8aE(-n,n) such that
nl2 < f38a< n, and hence cos(f38a) < 0. It then follows that

where

lexp(H(z»1 ~ exp( - Br fJ ), z = r expU8a), r E [0, (0), (6.3 )

B = n cosec(nf3)lcos(f38a)1 > 0.

Now, let us set ~n = Tn = n l
/ I!, n = 1, 2, 3,.... It is clear from (6.2) that (5.9)

and (5.11) are satisfied, while as 13 >~, (4.3) is satisfied. Let {R n } be the
polynomials of Lemma 5.2 and {Pn } be the polynomials of Proposition 4.1,
with ljJ(t) = [rjJ(t)] - rjJ(t), so that Fa(z) == F(z). Further, let

and

n = 1, 2, 3, ...

n = 1,2,3,..., x real,

(6.4 )

(6.5 )

so that Vn and T: are polynomials of degree at most nl2 and n, respec­
tively. By (6.4), (6.5), (4.4), and Lemma 5.2(i), for XE (0, C1n 1

/ fJ ) and
z = x expU8a),

T:(x)~ lexp( -F(z)) G¢(z) exp( - U(z)W

=lexp(2H(z))1 (by(3.11))

~exp( -2Bx fJ ),
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by (6.3). If, in addition, x ~ 1, (4.5) and (5.12) yield

IT:'(x)1 = 21Re{ V~(z) exp(iOo) Vn(Z)} I
~ C3 exp( - 2Bx fi ){ x -I + H(x )/x}

~ C 4 exp( -2Bxfi ) x fJ - 1
,

165

by (6.2). Finally, let

Tn(x) = T:(x(2B)-I/fi), n = 1, 2,.... I

7. PROOF OF COROLLARIES 1.2 AND 1.3

We shall prove both Corollaries 1.2 and 1.3 in a more general form, but
need some preliminary lemmas:

LEMMA 7.1. Let 0 < p ~ 00. Let 0 < c; < 1. There exists C depending on p
and c; only, such that for n = 1, 2, 3,... and all polynomials P of degree at
most n,

IIP'II L p [ -c,c] ~ CnllPl1 L p[ -1.1]-

Proof For 1~ p~ 00, this follows from Theorems 9.16 and 9.19 in
Nevai [24, pp. 163-164], For 0 < p < 1, this follows from Theorem 5 in
Nevai [23, p. 243], I

LEMMA 7.2. Let \I. > 0, Let 0 < p ~ 00. There exist C I and C2 depending
on \I. and p only, such that for all polynomials P of degree at most n,
n = 1, 2, 3, .."

IIPW~II Lp(lKl) ~ C 111pWa ii Lp(-C2n'/'.C2n'/')·

Proof See Lubinsky [16, Theorem A] or Mhaskar and SafT [20,
Lemma 6.3 ], I

We can now prove

THEOREM 7.3, (Local Markov-Bernstein Inequality). Let (J. > 1. Let
0< p ~ 00. Let 0 < tI < ~ < 00. There exist C = C(tI, ~, \I., p) only, such that
for all polynomials P of degree at most n, n = 1, 2, 3,...,

II P' W~ II L p( -~nl/"~,,I/') ~ Cn l - l/a IIPWa II L p( _~nl/', ~,,1/'), (7.1)

Proof Let §n = (-tlnl/~, tlnl/~) and /" = (_~nl/a, ~nl/~), n = 1, 2, 3,....
By Theorem 1.1, there exists a positive integer J, independent of n, and
polynomials Sn(x) of degree at most In, n = 1, 2, ..., such that

S,,(x) ~ W~(x), Ixl ~ ~nl/a, (7.2)
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and
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(7.3)

Then, for each polynomial P(x) of degree at most n,

(by (7.2))

= C111(PSn)' - PS~IILp(?'n)

~ C2 { II (PSnYII Lp(~n) + n1-1/'IIPWJ Lp(~n)}, (7.4)

by (7.3). This last step is valid even if 0 < p < 1, provided C 2 is large
enough. Since PSn is a polynomial of degree at most (J + 1) n, we can
apply Lemma 7.1 after transforming the interval §" to (- G, G) and fn to
( -1, 1), with G= YI/~, to deduce

II(PSn)'11 Lp(i'n) ~ C3 n'-I/'IIPSnll LpUn)

~ C4 n1- 1/'11 PW,II Lp(fnl'

by (7.2). Together with (7.4), this yields (7.1). I
We note that essentially the above idea appears in Bonan [3J and

Bonan and Nevai [4 J, but the method was rediscovered by the present
authors. It is clear that Corollary 1.3 follows from Lemma 7.2 and
Theorem 7.3. The following result is new only for 1 < lJ. < 2:

THEOREM 7.4. Let 0 < p ~ oc, (X> 1, and j be a non-negative integer.
Then there exist C I and C2 depending only on j, p, and (X such that

(i) A (W J'x)~(nl/' l)!+I/PW(X)n, p::x' , ::x.- ,

(ii) An. p( W" j, x) ~ C2(n 1/, - ')i+ I/PW,(X),

Ixl ~ C1n'/'; (7.5)

X E IR. (7.6)

Proof It suffices to prove (7.6), since matching upper bounds for
An, p( W" j, x) for Ixl ~ CI nl/' appear in [17, Theorem 3.6(ii)]. We start by
considering the case j = O. Let 0 < YI < ~ < 00, and {Sn} be the polynomials
of degree at most In satisfying (7.2) and (7.3). Then, for Ixl ~ Yln l

/" (2.1)
and (7.2) show that

An,p( W" j, x)/W,(x) ~ C inf IIPSnl1 L p( ~nl"~nl/,/IPSnl(x)
:J)Jn-l

(7.7)
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by Lemma 6.3.5 and Theorem 6.3.13 [24, pp. 108, 113] and by transform­
ing the interval (_~nl/~,~nl/~) to (-1,1). Although Nevai's result is
proved for 0 < p < 00, the last step is trivial if p = 00. This establishes (7.6)
for j = 0 and Ixl::S; IJnl/~, IJ > 0 arbitrary. Now, by Lemma 7.2, we can
choose IJ > 0 such that for all polynomials P of degree at most n,

IIPWJ L,",(~)::S; qPWJ L x ( _~nl/'.~nl/')

~ C IIPW II (nl-l/~)l/P
'" 2 ~ Lp(~) , (7.8 )

by (7.7) and the definition (2.1) of )'n.p(W~,O,x). Hence, (7.6) holds for
j = 0 and all x E IR. This last trick is essentially due to Mhaskar and Saff
[20, Theorem 6.5].

To prove (7.6) for j= 1, 2, 3, ..., we note that for any polynomial P of
degree at most n, Corollary 1.3 yields

IIP(!lW~11 Lx(~)::S; C3(nl-l/~)jIIPw~11 Led~)

~ C (nl-l/~)j+ l/PIIPW II
'" 4 ~ L p ( ~ )'

by (7.8). This establishes (7.6) in the general casse. I
We can now prove that assertions (i) and (ii) of Theorem 1.1 cannot

hold for any rx E (0, 1]. For if they did, the method of proof of Theorem 7.4
would show that (7.6) holds for some rx E (0, 1]. If rx < 1, this would con­
tradict the fact that An,p is non-increasing in n. If rx = 1, then (7.6) and (2.3)
would imply that

which would contradict the known upper bounds for the Christoffel
functions [12] as well as the fact that the Hamburger moment problem for
Wi is determinate.

COROLLARY 7.5. Let rx> 1 and j be a non-negative integer. Then, for
n=j+l,j+2,...,

Ixl ::s; Clnl/~,
XE IR.

Proof This follows from (2.2) and Theorem 7.4. I
The following weighted Nikolskii inequality appears in Mhaskar and

Saff [20, Theorem 3.1] with an extra factor of log n for 1 < rx < 2.
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THEOREM 7.6. Suppose rt. > I and °< p < r ~'i). Then

(7.9)

for all polynomials P of degree at most n, and with C = C( rt., p, r) only.

Proof For r = 00, we proved (7.9) in Theorem 7.4-see (7.8). Suppose
now O<p<r<oo. Then

IIPWJ~,(G;l) = r IPW,(x)I'· PIPW,(x)IP dx
-- 'Xl

~ IIPW,II~jG;l) IIPW,llfp(G;l)
~ C(nl-l/,)(I/')('-P)IIPW II'-P IIPW liP

, L,(G;l) , Lp(G;l)'

by what has already been proved. Then (7.9) follows on taking pth
roots. I

The next result is new only for 1 < rt. < 2:

THEOREM 7.7. Let rt. > 1. There exists C such that for every pair of con­
secutive zeros x jn and xj + I.n of Pn( W;; x) lying in (- Cn lj>, Cn l/,), we have

Proof The requisite lower bounds for x jn - x j+ I,n may be proved as in
Theorem 5.1 in Freud [10, p. 36J, using Corollary 7.5. The upper bounds
were proved in Freud [9, p. 294]. I

Finally, we note that Nevai [22, p.336J showed that the leading coef­
ficient Yn= Yn( W;) of Pn( W;; x) satisfies 'Y n_ llYn ~ n 1/" n = 1, 2,... ,rt. ;:, 1.

Together with Corollaries 1.2 and 1.3 and Theorem 7.7, this may be used
to extend the approximation theoretic results in [10, 11 J and possibly
those discussed in [19J to the weights W" 1 < rt. < 2.
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