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Let $\alpha>1$. For each positive integer $n$, a polynomial $S_{n}(x)$ of degree $\leqslant n$ is constructed such that $S_{n}(x) \sim \exp \left(-|x|^{\alpha}\right),|x| \leqslant C n^{1 / x}$, where $C>0$ is independent of $n$. These polynomials enable one to estimate Christoffel functions and prove $L_{p}$ Markov-Bernstein inequalities for all $0<p \leqslant \infty$, and for all the weights $\exp \left(-|x|^{\alpha}\right), \alpha>1$. In particular, the gap $1<\alpha<2$ in Feud's approximation theory can be filled, and one can prove $L_{p}$ Markov-Bernstein inequalities for $0<p<1$. © 1987 Academic Press, Inc.

## 1. Introduction

The early papers of Freud $[6,7]$ and Nevai $[21,22]$ on weighted approximation for exponential weights dealt primarily with weights such as $W_{2 k}(x)=\exp \left(-x^{2 k}\right)$, where $k$ is a positive integer, The reason for this was that the ( $n+1$ )th partial sum, $S_{n}(x)$ say, of the Maclaurin series for $W_{2 k}(x)$ satisfies

$$
\begin{equation*}
S_{n}(x) \sim W_{2 k}(x), \quad|x| \leqslant C n^{1 / 2 k}, \tag{1.1}
\end{equation*}
$$

where $C>0$ is independent of $n$ and $x$. Here $\sim$ denotes that the ratio of $S_{n}$ and $W_{2 k}$ is bounded above and below by positive constants independent

[^0]of $n$ and $x$. These polynomials facilitated estimation of Christoffel functions and proofs of Markov-Bernstein inequalities.

Subsequently, Freud [8-10] realized that, in order to provide upper and lower bounds for Christoffel functions, it suffices to construct polynomials that equal the weight at one point and that approximate the weight on one side only, rather than satisfy (1.1). This, and other ideas, enables Freud to prove weighted Markov-Bernstein inequalities in $L_{p}(1 \leqslant p \leqslant \infty)$, and to develop a theory of weighted approximation for a large class of weights, which included $W_{x}(x)=\exp \left(-|x|^{\alpha}\right), \quad x \geqslant 2$. A partial theory of approximation for $W_{1}(x)$ was developed by Freud, Giroux, and Rahman [12].

One gap in Freud's theory was that it did not treat the weights $W_{\alpha}(x)$, $1<x<2$ : The methods of [ $6-10,21,22]$ did not yield lower bounds for the Christoffel functions to match the upper bounds in [9]. The partial lower bounds obtained by one of us [17, Theorem 3.6(ii)] and Mhaskar and Saff [20, Theorem 6.5(b)] do not really fill this gap. See [17] for further results and references on Christoffel functions, and Mhaskar [19] and Nevai [25] for more general surveys.

A futher gap in Freud's theory is that his method of proving $L_{p}$ Markov-Bernstein inequalities does not work for $0<p<1$. Using the polynomials $\left\{S_{n}(x)\right\}$ that satisfy (1.1), Bonan [3] and Bonan and Nevai [4] filled this gap for weights such as $|x|^{\beta} \exp \left(-x^{2}\right)$. In this paper the gaps $1<\alpha<2$ and $0<p<1, \alpha>1$ will be filled. One of the main results of this paper is

Theorem 1.1. Let $\alpha>1$. There exist even polynomials $S_{n}(x), n=1,2, \ldots$, such that

> (i) $S_{n}(x)$ has degree at most $n$
> (ii) $S_{n}(x) \sim W_{x}(x),|x| \leqslant C_{1} n^{1 / x}$
> (iii) $\left|S_{n}^{\prime}(x)\right| \leqslant C_{2}|x|^{x-1} W_{x}(x),|x| \leqslant C_{1} n^{1 / x}$
and in particular

$$
\left|S_{n}^{\prime}(x)\right| \leqslant C_{3} n^{1-1 / x} W_{x}(x), \quad|x| \leqslant C_{1} n^{1 / x}
$$

Here the constants $C_{1}, C_{2}$, and $C_{3}$ are independent of $n$ and $x$.
It will be shown after Theorem 7.4 that assertions (i) and (ii) of Theorem 1.1 cannot hold for any $\alpha \in(0,1]$. For $\alpha \geqslant 2$, one can replace the $\leqslant$ in (1.3) by $\sim$, at least for $|x| \geqslant 1$, but the proof of this will be omitted. One easy consequence of Theorem 1.1 is

Corollary 1.2. (Estimates of Christoffel functions). Let $\alpha>1$. For $n=1,2,3, \ldots$, and $x \in \mathbb{R}$, let

$$
\lambda_{n}\left(W_{\alpha}^{2}, x\right)=\inf \int_{-\infty}^{\infty}\left(P W_{\alpha}\right)^{2}(u) d u / P^{2}(x),
$$

where the infimum is taken over all polynomials $P(x)$ of degree at most $n-1$. There exist positive constants $C_{1}$ and $C_{2}$ independent of $n$ and $x$, such that
(i) $\lambda_{n}\left(W_{x}^{2} ; x\right) \sim n^{1 / \alpha-1} W_{x}^{2}(x),|x| \leqslant C_{1} n^{1 / x}$,
(ii) $\lambda_{n}\left(W_{x}^{2} ; x\right) \geqslant C_{2} n^{1 / \alpha-1} W_{\alpha}^{2}(x), x \in \mathbb{R}$.

Corollary 1.2 is a special case of Theorem 7.4. A further straightforward consequence of Theorem 1.1 is the "local" Markov-Bernstein inequality in Theorem 7.3. The most important special case is

Corollary 1.3. (Markov-Bernstein Inequality). Let $\alpha>1$ and $0<p \leqslant \infty$. For $n=1,2, \ldots$, and all polynomials $P$ of degree at most $n$,

$$
\left\|P^{\prime} W_{\alpha}\right\|_{L_{p}(\mathbb{R})} \leqslant C n^{1-1 / \alpha}\left\|P W_{\alpha}\right\|_{L_{p}(\mathbb{R})}
$$

where $C$ is independent of $n$ and $P$.
To construct the polynomials of Theorem 1.1, we consider entire functions that are canonical products of Weierstrass primary factors with only negative real zeros. The general asymptotic results for canonical products in Boas [2] and Levin [14] are not sufficiently precise for our purposes, but those in Abi-Khuzam [1] are. However, our approach is different from that in [1], since we wish to treat more general weights in a subsequent paper, and thus prove some of the preliminary results in a general form.

Unfortunately, in considering general weights $W(x)=\exp (-Q(x))$, one has to use the results in [18], and one has to treat separately the cases where $Q(t)$ grows slower, or at least as fast as $t^{2}$, as $|t| \rightarrow \infty$. There is a further problem when $Q(t)$ grows slightly slower than $t^{2}$ or $t^{4}$, as $|t| \rightarrow \infty$. Hence the decision to treat only the weights $W_{x}(x), \alpha>1$, in this paper.

The paper is organized as follows: In Section 2, we present our notation. In Section 3, some preliminary lemmas are established, and in Section 4, a "remainder" term is approximated by polynomials. In Section 5, we use the partial sums of Maclaurin series to approximate certain entire functions by polynomials, and in Section 6, the proof of Theorem 1.1 is completed. Section 7 contains the proofs of Corollaries 1.2 and 1.3 , as well as several further results.

## 2. Notation

Given $x>0$, we let

$$
W_{x}(x)=\exp \left(-|x|^{\alpha}\right), \quad x \in \mathbb{R}
$$

Throughout, $p_{n}\left(W_{\alpha}^{2} ; x\right), n=0,1,2, \ldots$, denote the orthonormal polynomials for $W_{x}^{2}$, satisfying

$$
\int_{x}^{x} p_{n}\left(W_{x}^{2} ; x\right) p_{m}\left(W_{x}^{2} ; x\right) W_{x}^{2}(x) d x=\delta_{m n}, \quad m, n=0,1,2, \ldots
$$

Further, for $n=1,2,3, \ldots$ and all $x \in \mathbb{R}$,

$$
\lambda_{n}\left(W_{x}^{2}, x\right)=\inf \int_{x}^{x}\left(P W_{x}\right)^{2}(u) d u / P^{2}(x)
$$

where the infimum is taken over all $P \in \mathscr{P}_{n-1}$, the class of real polynomials of degree at most $n-1$. Given $0<p \leqslant \infty,\|\cdot\|_{L_{p}(\text { R })}$ denotes the usual $L_{p}$ norm on $\mathbb{R}$. As in [17], for $0<p \leqslant \infty$, and non-negative integers $j$, we define

$$
\begin{equation*}
\lambda_{n, p}\left(W_{x}, j, x\right)=\inf _{\mathscr{R}_{n}}\left\|P W_{x}\right\|_{L_{p}(\mathbb{R})} /\left|P^{(i)}(x)\right|, \quad x \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

$n=j+1, j+2, \ldots$. Note that, as in [17],

$$
\begin{equation*}
\left\{\lambda_{n, 2}\left(W_{x}, j, x\right)\right\}^{2}=\sum_{k=0}^{n-1}\left\{p_{k}^{(n)}\left(W_{x}^{2} ; x\right)\right\}^{2}, \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{\lambda_{n, 2}\left(W_{x}, 0, x\right)\right\}^{2}=\lambda_{n}\left(W_{x}^{2}, x\right) . \tag{2.3}
\end{equation*}
$$

Throughout, $C, C_{1}, C_{2}, \ldots$ denote positive constants independent of $n$ and $x$. Different occurences of the same symbol do not necessarily denote the same constant. When stating inequalities for polynomials $P$ of degree at most $n$, the constants will be independent of $P, n$, and $x$. To denote dependence of constants $C$ on parameters $\alpha, p, \ldots$, we write $C=C(\alpha, p)$, and so on.

The usual symbols $\sim, o$, and 0 will be used to compare functions and sequences. Thus, $f(x) \sim g(x)$ if for some $C_{1}$ and $C_{2}, C_{1} \leqslant f(x) / g(x) \leqslant C_{2}$ for all $x$ considered. Given a non-negative integer $l$, the Weierstrass primary factor of order $l$ is

$$
E(z, l)= \begin{cases}(1-z) & l=0 \\ (1-z) \exp \left(z+z^{2} / 2+\cdots+z^{\prime} / l\right), & l>0\end{cases}
$$

Finally, for any real $x$, $[x]$ denotes the largest integer $\leqslant x$ and $\# \mathscr{A}$ denotes the number of elements in a set $\mathscr{A}$, while $[0, z]$ denotes the directed segment from $o$ to $z \in \mathbb{C}$.

## 3. Preliminary Lemmas

The following lemma shows that it suffices to consider the weights $W_{x}(x), 1<\alpha<2$ :

Lemma 3.1. Assume that for each $\alpha \in(1,2)$, there exist even polynomials $\left\{S_{n}(x)\right\} \equiv\left\{S_{n, \alpha}(x)\right\}$ satisfying (i), (ii), and (iii) in Theorem 1.1. Then, for each $\alpha>1$, there exists even polynomials $\left\{S_{n}(x)\right\} \equiv\left\{S_{n, x}(x)\right\}$ satisfying (i), (ii), and (iii) in Theorem 1.1.

Proof. Let $\alpha>1$. There exists a non-negative integer $m$ such that $2^{m}<\alpha \leqslant 2^{m+1}$. Let

$$
\begin{equation*}
\beta=\alpha / 2^{m} \tag{3.1}
\end{equation*}
$$

so that $1<\beta \leqslant 2$. If $\beta=2$, then $\alpha$ is a positive even integer, and standard methods $[7,21]$ show that the partial sums of the entire function $W_{x}(x)$ (which are even) satisfy (i), (ii), and (iii) of Theorem 1.1. So suppose $1<\beta<2$. By hypothesis, there exist even polynomials $S_{n, \beta}(x)$ of degree at most $n$ satisfying

$$
\begin{array}{ll}
S_{n, \beta}(x) \sim W_{\beta}(x), & |x| \leqslant C n^{1 / \beta} \\
\left.\left|S_{n, \beta}^{\prime}(x) \leqslant C_{1}\right| x\right|^{\beta-1} W_{\beta}(x), & |x| \leqslant C n^{1 / \beta} \tag{3.3}
\end{array}
$$

For each positive integer $n$, let $k=\left[n / 2^{m}\right]$ and let

$$
\begin{equation*}
S_{n, x}(x)=S_{k, \beta}\left(x^{2^{m}}\right) \tag{3.4}
\end{equation*}
$$

which is an even polynomial of degree at most $n$. By (3.1) and (3.2), we see

$$
S_{n, x}(x) \sim W_{x}(x)
$$

provided

$$
\left|x^{2^{2 m}}\right| \leqslant C k^{1 / \beta} \sim n^{1 / \beta}
$$

which is true if $|x| \leqslant C_{2} n^{1 / x}$. Further, by (3.3) and (3.4) for $|x| \leqslant C_{2} n^{1 / x}$,

$$
\begin{aligned}
\left|S_{n, \alpha}^{\prime}(x)\right| & =2^{m}|x|^{2^{m}-1}\left|S_{k, \beta}^{\prime}\left(x^{2^{m}}\right)\right| \\
& \leqslant C_{1} 2^{m}|x|^{2^{m}-1}|x|^{2^{m}(\beta-1)} W_{\beta}\left(x^{2^{m}}\right) \\
& =C_{1} 2^{m}|x|^{\alpha-1} W_{\alpha}(x),
\end{aligned}
$$

by (3.1).

The next lemma shows that it suffices to approximate on part of the positive real axis:

Lemma 3.2. Let $A>0$. Assume that for each $\beta \in\left(\frac{1}{2}, 1\right)$, there exist polynomials $\left\{T_{n}(x)\right\} \equiv\left\{T_{n, \beta}(x)\right\}$ and constants $C_{1}$ and $C_{2}$ such that
(i) $T_{n}(x)$ has degree at most $n$;
(ii) $T_{n}(x) \sim W_{\beta}(x), x \in\left[A, C_{1} n^{1 / \beta}\right]$;
(iii) $\left|T_{n}^{\prime}(x)\right| \leqslant C_{2}|x|^{\beta} \quad{ }^{1} W_{\beta}(x), x \in\left[A, C_{1} n^{1 / \beta}\right]$.

Then, for each $\alpha>1$, there exist even polynomials $\left\{S_{n}(x)\right\} \equiv\left\{S_{n, x}(x)\right\}$ satisfying (i), (ii), and (iii) in Theorem 1.1.

Proof. By the previous lemma, we need consider only $\alpha \in(1,2)$. Let $\beta=$ $\alpha / 2$, so that $\beta \in\left(\frac{1}{2}, 1\right)$. For each positive integer $n$, let

$$
S_{n, x}(x)=T_{\lceil n / 2\rceil, \beta}\left(x^{2}+A\right),
$$

so that $S_{n, \chi}$ is even and has degree at most $n$. Since $\alpha=2 \beta<2$, we have

$$
0 \leqslant\left(x^{2}+A\right)^{\beta}-|x|^{x} \leqslant C_{3}, \quad x \in \mathbb{R}
$$

so that by (3.5),

$$
S_{n, x}(x) \sim \exp \left(-\left(x^{2}+A\right)^{\prime \prime}\right) \sim \exp \left(-|x|^{x}\right)
$$

provided $x^{2}+A \in\left[A, C_{1}[n / 2]^{1 / \beta}\right]$, which is true if $|x| \leqslant C_{4} n^{1 / x}$. Thus, $S_{n, \alpha}$ satisfies (i) and (ii) in Theorem 1.1. Further, by hypothesis, for $|x| \leqslant C_{4} n^{1 / x}$,

$$
\begin{aligned}
\left|S_{n . x}^{\prime}(x)\right| & \leqslant 2|x| C_{2}\left(x^{2}+A\right)^{\beta-1} W_{\beta}\left(x^{2}+A\right) \\
& \leqslant \begin{cases}C_{5}\left(x^{2}+A\right)^{\beta 1 / 2} W_{x}(x), & |x| \geqslant 1 \\
C_{5}|x| W_{x}(x), & |x| \leqslant 1\end{cases} \\
& \leqslant C_{6}|x|^{x-1} W_{x}(x),
\end{aligned}
$$

as $\beta=\alpha / 2$ and $x-1<1$.
Various forms of the following lemma are well known in complex function theory, but for completeness we include a full proof of the particular form we need.

Lemma 3.3. Let $\phi(t)$ be a function continuous and non-decreasing in $[0, \infty)$, with $\phi(1)=1$ and $\phi(t) \geqslant 0, t \in[0, \infty)$. Assume further that

$$
\begin{equation*}
\lim _{t \rightarrow x} \phi(t)=\infty \tag{3.7}
\end{equation*}
$$

and assume there exists a non-negative integer $l$ such that

$$
\begin{equation*}
\int_{1}^{\infty} \phi(t) / t^{l+2} d t<\infty \tag{3.8}
\end{equation*}
$$

For $n=1,2,3, \ldots$, let $r_{n}$ be the smallest positive root of the equation

$$
\begin{equation*}
\phi\left(r_{n}\right)=n \tag{3.9}
\end{equation*}
$$

Let

$$
\begin{equation*}
G_{\phi}(z)=\prod_{n=1}^{\infty} E\left(-z / r_{n}, l\right) \tag{3.10}
\end{equation*}
$$

Then, $G_{\phi}(z)$ is an entire function, and for a suitable determination of the logarithm,

$$
\begin{equation*}
\log G_{\phi}(z)=(-1)^{l} H(z)+U(z)+F(z), \quad z \in \mathbb{C} \backslash(-\infty, 0) \tag{3.11}
\end{equation*}
$$

where $U(z)$ is a polynomial of degree at most $l$, and

$$
\begin{equation*}
H(z)=\int_{1}^{\infty} \frac{\phi(t)}{t+z}\left(\frac{z}{t}\right)^{t+1} d t, \quad z \in \mathbb{C} \backslash(-\infty, 0) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
F(z)=\int_{1}^{\infty} \frac{[\phi(t)]-\phi(t)}{t+z}\left(\frac{z}{t}\right) d t, \quad z \in \mathbb{C} \backslash(-\infty, 0) . \tag{3.13}
\end{equation*}
$$

Proof. First note that the integral in (3.12) converges uniformly for $z$ in compact subsets of $\mathbb{C} \backslash(-\infty, 0]$ (by (3.8)) and hence defines an analytic function there. Similar remarks apply to the integral in (3.13) as $|[\phi(t)]-\phi(t)| \leqslant 1$. Using the first of the identities,

$$
\begin{align*}
(-1)^{\prime} \frac{1}{t+z}\left(\frac{z}{t}\right)^{t+1} & =\frac{1}{t+z} \frac{z}{t}+\sum_{j=1}^{1}(-z)^{\prime} t^{j-1}  \tag{3.14}\\
& =\frac{1}{t}-\frac{1}{t+z}+\sum_{j=1}^{1}(-z)^{j} t^{-j} \quad 1 \tag{3.15}
\end{align*}
$$

and using (3.12), we see that for $z \in \mathbb{C} \backslash(-\infty, 0)$,

$$
\begin{align*}
(-1)^{\prime} H(z) & =\int_{1}^{\infty}\{(\phi(t)-[\phi(t)])+[\phi(t)]\}(-1)^{t} \frac{1}{t+z}\left(\frac{z}{t}\right)^{t+1} d t \\
& =-F(z)-U(z)+(-1)^{\prime} \int_{1}^{\infty} \frac{[\phi(t)]}{t+z}\left(\frac{z}{t}\right)^{t+1} d t \tag{3.16}
\end{align*}
$$

by (3.13), and where $U(z)$ is a polynomial of degree at most $l$. Next, for $n=1,2, \ldots$, let $\chi_{n}(t)$ be the characteristic function of the interval $\left[r_{n}, \infty\right)$. Then, for $t \in(0, \infty)$,

$$
\begin{align*}
\sum_{n=1}^{\infty} \chi_{n}(t) & =\#\left\{r_{n}: r_{n} \leqslant t\right\} \\
& =\#\{n: n \leqslant \phi(t)\}=[\phi(t)], \tag{3.17}
\end{align*}
$$

by (3.9) and monotonicity of $\phi$. Next, by (3.8) and (3.17),

$$
\begin{align*}
\infty>\int_{1}^{\infty}[\phi(t)] t^{-12} d t & =\sum_{n=1}^{x} \int_{1}^{x} \chi_{n}(t) t^{-1-2} d t \\
& =(l+1)^{1} \sum_{n=1}^{\infty} r_{n}^{\prime}, \tag{3.18}
\end{align*}
$$

Here the interchange of series and integral is justified as all terms in the series and integral(s) are non-negative (Halmos [13, p.112, Theorem B]). It follows from (3.18) that $G_{\phi}(z)$ is entire (Boas [2, p. 19]). Now let $z$ be real and positive. Applying (3.17) and noting that all the terms in the series and integral are real and have the same sign, we see that

$$
\begin{align*}
& (-1)^{l} \int_{1}^{\infty} \frac{[\phi(t)]}{t+z}\left(\frac{z}{t}\right)^{l+1} d t \\
& \quad=\sum_{n=1}^{\infty} \int_{1}^{\infty} \frac{\chi_{n}(t)}{t+z}\left(\frac{z}{t}\right)^{l+1}(-1)^{l} d t \\
& \quad=\sum_{n=1}^{\infty} \int_{r_{n}}^{x}\left\{\frac{1}{t}-\frac{1}{t+z}+\sum_{j=1}^{l}(-z)^{j} t^{j-1}\right\} d t  \tag{3.15}\\
& \left.\quad=\sum_{n=1}^{\infty}\left\{\log \left(1+z / r_{n}\right)+\sum_{j=1}^{l}(-z)^{j} j^{-1} r_{n}\right\}^{j}\right\} \\
& \quad=\sum_{n=1}^{\infty} \log E\left(-z / r_{n}, l\right)=\log G_{\phi}(z)
\end{align*}
$$

From this last identity and (3.16), we see that (3.11) holds for $z$ real and positive. As both sides of (3.11) are analytic in $\mathbb{C} \backslash(-\infty, 0]$, the result follows.

Our strategy in constructing polynomials satisfying the hypothesis of Lemma 3.2 will be to approximate each of $G_{\phi}(z) \exp (-U(z))$ and $\exp (-F(z))$ by polynomials along some ray $\left\{r \exp \left(i \theta_{0}\right): r \in(0, \infty)\right\}$, and then to multiply these polynomials as an approximation to

$$
\exp \left((-1)^{\prime} H(z)\right)=G_{\phi}(z) \exp (-U(z)-F(z))
$$

In the case of Lemma 3.2 we shall choose $\phi(t)=t^{\beta}, l=0$, and it will turn out that for suitable $A>0, \theta_{0} \in(-\pi, \pi)$ and $z=r \exp \left(i \theta_{0}\right), r>0$,

$$
\left|\exp \left((-1)^{\prime} H(z)\right)\right| \sim \exp \left(-A r^{\beta}\right) .
$$

## 4. The Remainder Term $\exp (-F(z))$

The purpose of this section is to prove the following general proposition, which can be used to deal with $\exp (-F(z))$ :

Proposition 4.1. Let $\psi(t)$ be a measurable function on $[1, \infty)$ satisfying

$$
\begin{equation*}
|\psi(t)| \leqslant 1, \quad t \in[1, \infty) \tag{4.1}
\end{equation*}
$$

and let

$$
\begin{equation*}
F_{0}(z)=\int_{1}^{\infty} \frac{\psi(t)}{t+z} \frac{z}{t} d t, \quad z \in \mathbb{C} \backslash(-\infty,-1) . \tag{4.2}
\end{equation*}
$$

Let $\eta>1$ and $\left\{\Gamma_{n}\right\}_{n=1}^{x}$ be a sequence of positive numbers satisfying

$$
\begin{equation*}
1 \leqslant \Gamma_{n} \leqslant n^{2} /(\log n)^{2 n} \quad \text { for all } n \text { large enough. } \tag{4.3}
\end{equation*}
$$

Finally, let $-\pi<\theta_{0}<\pi$. Then, for each positive integer $n$, there exist polynomials $P_{n}(z)$ of degree at most $n$, such that

$$
\begin{equation*}
\left|P_{n}(z) \exp \left(F_{0}(z)\right)\right| \sim 1, \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|P_{n}^{\prime}(z) \exp \left(F_{0}(z)\right)\right| \leqslant C(1+|z|)^{-1}, \tag{4.5}
\end{equation*}
$$

for all $z \in\left[0, \Gamma_{n} \exp \left(i \theta_{0}\right)\right]$.
The proof of Proposition 4.1 will be split into several lemmas, all of which assume the hypotheses of Proposition 4.1.

Lemma 4.2. Consider the ellipse $\mathscr{E}_{n}$ with foci at 0 and $\Gamma_{n} \exp \left(i \theta_{0}\right)$, and with major semi-axis equal to $1+\Gamma_{n} / 2$, for each positive integer $n$ (Fig. 1). Let $\varepsilon>0$ be so small that

$$
\begin{equation*}
-\pi+\varepsilon<\theta_{0}<\pi-\varepsilon \tag{4.6}
\end{equation*}
$$

Then there exists $A>0$ such that the set

$$
\begin{equation*}
\mathscr{D}=\left\{r e^{i \theta}: r \geqslant A \text { and } \pi-\varepsilon \leqslant \theta \leqslant \pi+\varepsilon\right\}, \tag{4.7}
\end{equation*}
$$

does not intersect $\mathscr{E}_{n}, n=1,2,3, \ldots$


Figure 1.

Proof. The point $z=r e^{i \theta}$ lies outside $\mathscr{E}_{n}$ if the sum of its distances to 0 and $\Gamma_{n} \exp \left(i \theta_{0}\right)$ (the foci of $\mathscr{E}_{n}$ ) exceeds $2+\Gamma_{n}$ (the major axis of $\mathscr{E}_{n}$ ). Now, if $\pi-\varepsilon \leqslant \theta \leqslant \pi+\varepsilon$, then

$$
\theta-\theta_{0}=\left(\pi-\theta_{0}\right)+(\theta-\pi)\left\{\begin{array}{l}
\leqslant \pi-\theta_{0}+\varepsilon<2 \pi \\
\geqslant \pi-\theta_{0}-\varepsilon>0
\end{array}\right.
$$

by (4.6). Hence, for some $\eta \in(0,1)$ independent of $\theta, \cos \left(\theta-\theta_{0}\right) \leqslant$ $1-\eta<1$. Then,

$$
\begin{aligned}
|z|+\left|z-\Gamma_{n} \exp \left(i \theta_{0}\right)\right| & =r+\left|\Gamma_{n}-r \exp \left(i\left(\theta_{0}-\theta\right)\right)\right| \\
& \geqslant r+\Gamma_{n}-r \cos \left(\theta-\theta_{0}\right) \\
& \geqslant \eta r+\Gamma_{n}>\Gamma_{n}+2
\end{aligned}
$$

if $r \geqslant 2 / \eta$. Thus, we may choose $A=2 / \eta$.
Lemma 4.3. Let $A$ and $\mathscr{D}$ be as in Lemma 4.2. Let

$$
\begin{equation*}
F_{1}(z)=\int_{2 A}^{\infty} \frac{\psi(t)}{t+z} \frac{z}{t} d t, \quad z \in \mathbb{C} \backslash(-\infty,-2 A) \tag{4.8}
\end{equation*}
$$

Then $F_{1}(z)$ is analytic in $\mathbb{C} \backslash \mathscr{D}$ and satisfies there
(i) $\left|F_{1}^{\prime}(z)\right| \leqslant C_{1} /(|z|+1) ;$
(ii) $\left|F_{1}(z)\right| \leqslant C_{1} \log (1+|z|)$.

In particular,

$$
\begin{equation*}
\text { (iii) } n^{\prime} \leqslant\left|\exp \left(-F_{1}(z)\right)\right| \leqslant n^{C}, \quad z \in \mathscr{E}_{n}, n=1,2,3, \ldots \tag{4.11}
\end{equation*}
$$

Proof. If $z=r e^{i \theta}$ with $|\theta|<\pi$,

$$
\begin{align*}
\left|F_{1}^{\prime}(z)\right| & \leqslant\left|\int_{2 A}^{\infty} \frac{\psi(t)}{(z+t)^{2}} d t\right| \\
& \leqslant \int_{0}^{\infty} \frac{d t}{(t+\eta \cos \theta)^{2}+(r \sin \theta)^{2}}=\frac{\theta}{r \sin \theta} \tag{4.12}
\end{align*}
$$

by (4.1) and (859.163) in Dwight [5, p.228]. Here, if $\theta=0$, one must replace $\theta / \sin \theta$ by its limiting value 1 . Further, if $|z| \leqslant A$, we see

$$
\begin{equation*}
\left|F_{1}^{\prime}(z)\right| \leqslant \int_{2 A}^{\infty} \frac{d t}{(t-A)^{2}}=A^{-1} \tag{4.13}
\end{equation*}
$$

From (4.12) and (4.13) we obtain (4.9) for $z \in \mathbb{C} \backslash \mathscr{D}$ and some suitable $C_{1}$. Then (4.10) follows as $F_{1}(0)=0$. The last assertion of the lemma follows from (4.10) and Lemma 4.2, and as

$$
z \in \mathscr{E}_{n} \Rightarrow|z| \leqslant 1+\Gamma_{n} \leqslant 2 n^{2}, \quad n=2,3, \ldots,
$$

by (4.3).

Lemma 4.4. Let $\mathscr{E}$ be the ellipse with foci at $z_{1}$ and $z_{2}$ and with semi-axes $a$ and $b$. Then for any function $g$, analytic on $\mathscr{E}$ and its interior, one can find polynomials $P_{n}^{*}(z)$ of degree at most $n, n=1,2,3, \ldots$, such that

$$
\begin{align*}
& \max \left\{\left|g(z)-P_{n}^{*}(z)\right|: z \in\left[z_{1}, z_{2}\right]\right\} \\
& \quad \leqslant 2 \max \{|g(z)|: z \in \mathscr{E}\} \rho^{-n} /(\rho-1) \tag{4.14}
\end{align*}
$$

where

$$
\begin{equation*}
\rho=2(a+b) /\left|z_{1}-z_{2}\right| \tag{4.15}
\end{equation*}
$$

Proof. The special case $z_{1}=-1$ and $z_{2}=1$ is considered in Lorentz [15, p. 78 , inequality (6)]. Since a suitable linear transformation maps $\mathscr{E}$ onto the ellipse with foci at $-1,1$ and sum of half-axes $\rho$, the general case follows.

Proof of Proposition 4.1. It obviously suffices to prove (4.4) and (4.5) for all large enough positive integers $n$. Let $\mathscr{E}_{n}$ and $\mathscr{D}$ be as in Lemma 4.2. Since $\mathscr{E}_{n}$ does not intersect $\mathscr{D}$ (by Lemma 4.2), we can use Lemma 4.4 with $\mathscr{E}=\mathscr{E}_{n}$ and $g(z)=(d / d z)\left(\exp \left(-F_{1}(z)\right)\right)$. For this case

$$
a=1+\Gamma_{n} / 2 ; \quad\left|z_{1}-z_{2}\right|=\Gamma_{n}
$$

and

$$
b=\left(a^{2}-\left|z_{1}-z_{2}\right|^{2} / 4\right)^{1 / 2}=\left(1+\Gamma_{n}\right)^{1 / 2}
$$

Hence, by (4.15)

$$
\begin{equation*}
\rho>1+2 \Gamma_{n}^{-1 / 2} . \tag{4.16}
\end{equation*}
$$

Applying Lemma 4.4, and using the estimates (4.9), (4.11), and (4.16), we conclude that there exist polynomials $P_{n}^{*}(z)$ of degree at most $n-1$, $n=1,2,3, \ldots$, such that for $z \in\left[0, \Gamma_{n} \exp \left(i \theta_{0}\right)\right]$,

$$
\begin{aligned}
\left|\frac{d}{d z} \exp \left(-F_{1}(z)\right)-P_{n, 1}^{*}(z)\right| & \leqslant 2 n^{C}\left(1+2 \Gamma_{n}^{-1 / 2}\right){ }^{(n}{ }^{1} \Gamma_{n}^{1 / 2} \\
& \leqslant C_{3} \exp \left(-C_{4}(\log n)^{n}\right)
\end{aligned}
$$

for some suitable $C_{3}$ and $C_{4}$, by (4.3). Now define a polynomial $P_{n}(z)$ of degree at most $n$, by

$$
P_{n}^{\prime}(z)=P_{n-1}^{*}(z) \quad \text { and } \quad P_{n}(0)=1
$$

to obtain for $z \in\left[0, \Gamma_{n} \exp \left(i \theta_{0}\right)\right]$,

$$
\begin{equation*}
\left|\frac{d}{d z} \exp \left(-F_{1}(z)\right)-P_{n}^{\prime}(z)\right| \leqslant C_{3} \exp \left(-C_{4}(\log n)^{\eta}\right) \tag{4.17}
\end{equation*}
$$

Since $\exp \left(-F_{1}(0)\right)=1$, we can integrate to obtain

$$
\begin{equation*}
\left|\exp \left(-F_{1}(z)\right)-P_{n}(z)\right| \leqslant C_{5} \exp \left(-C_{6}(\log n)^{\eta}\right) \tag{4.18}
\end{equation*}
$$

for $z \in\left[0, \Gamma_{n} \exp \left(i \theta_{0}\right)\right]$. Using (4.11) and (4.18), we deduce that

$$
\left|P_{n}(z) \exp \left(F_{1}(z)\right)\right| \sim 1, \quad z \in\left[0, \Gamma_{n} \exp \left(i \theta_{0}\right)\right]
$$

Further, using (4.9), (4.11), and (4.17), we deduce that

$$
\left|P_{n}^{\prime}(z) \exp \left(F_{1}(z)\right)\right| \leqslant C_{8} /(|z|+1), \quad z \in\left[0, \Gamma_{n} \exp \left(i \theta_{0}\right)\right]
$$

To complete the proof of (4.4) and (4.5) if suffices to show that for $z \in$ $\left[0, \Gamma_{n} \exp \left(i \theta_{0}\right)\right]$,

$$
\left|\exp \left(F_{1}(z)\right)\right| \sim\left|\exp \left(F_{0}(z)\right)\right| .
$$

In view of (4.2) and (4.8), this is equivalent to showing

$$
\left|\int_{1}^{2 A} \frac{\psi(t)}{t+z}\left(\frac{z}{t}\right) d t\right| \leqslant C_{9}
$$

for all $z \in\left[0, \Gamma_{n} \exp \left(i \theta_{0}\right)\right]$. For $|z| \geqslant 3 A$, such a bound is evident, and for $z \in\left[0,3 A \exp \left(i \theta_{0}\right)\right]$, the bound follows by continuity.

## 5. The Entire Function $G_{\phi}(z) \exp (-U(z))$

Throughout this section, we assume the hypotheses of Lemma 3.3. First, we establish some properties of $G_{\phi}$ and $H$.

Lemma 5.1. (i) There exists $C$ such that for $|z|=r \geqslant 0$,

$$
\begin{equation*}
\left|G_{\phi}(z)\right| \leqslant \exp (C H(r)) . \tag{5.1}
\end{equation*}
$$

(ii) For $z=r e^{i \theta},|\theta|<\pi$,

$$
\begin{equation*}
|H(z)| \leqslant \sqrt{2} H(r) \max \left\{1,(1+\cos \theta)^{-1 / 2}\right\} \tag{5.2}
\end{equation*}
$$

(iii) For $r>0$,

$$
\begin{equation*}
l \leqslant r H^{\prime}(r) / H(r) \leqslant l+1 \tag{5.3}
\end{equation*}
$$

(iv) $H(r)$ and $H(r) / r^{l}$ are non-decreasing in $(0, \infty)$.
(v) For $r \geqslant 1$,

$$
\begin{equation*}
H(1) r^{l} \leqslant H(r) \leqslant H(1) r^{l+1} . \tag{5.4}
\end{equation*}
$$

(vi) For $z=r e^{i \theta},|\theta|<\pi$,

$$
\begin{equation*}
\left|z G_{\phi}^{\prime}(z) / G_{\phi}(z)\right| \leqslant 2(l+1) H(r) \max \left\{1,(1+\cos \theta)^{-1}\right\} . \tag{5.5}
\end{equation*}
$$

Proof. (i) This follows from (2.6.9) in Boas [2, p. 19] and from (3.10) and (3.12) above. Note that $n(t)=[\phi(t)] \leqslant \phi(t)$ in our case.
(ii) From (3.12),

$$
\begin{equation*}
|H(z)| \leqslant \int_{1}^{\infty} \frac{\phi(t)}{|t+z|}\left(\frac{r}{t}\right)^{t+1} d t \tag{5.6}
\end{equation*}
$$

Now, if $\cos \theta \geqslant 0$,

$$
|t+z|^{2}=t^{2}+r^{2}+2 r t \cos \theta \geqslant t^{2}+r^{2} \geqslant(t+r)^{2} / 2 .
$$

On the other hand, if $\cos \theta<0$, the inequality $2 r t \leqslant r^{2}+t^{2}$ yields

$$
|t+z|^{2} \geqslant\left(t^{2}+r^{2}\right)(1+\cos \theta) \geqslant(t+r)^{2}(1+\cos \theta) / 2 .
$$

We deduce that for $|\theta|<\pi$,

$$
\begin{equation*}
1 /|t+z| \leqslant \sqrt{2} \max \left\{1,(1+\cos \theta)^{-1 / 2}\right\} /(t+r) \tag{5.7}
\end{equation*}
$$

Together with (5.6) this yields (5.2).
(iii) From (3.12),

$$
r H^{\prime}(r)=\int_{1}^{\infty} \frac{\phi(t)}{t+r}\left(\frac{r}{t}\right)^{l+1}\left\{\frac{(l+1) t+l r}{t+r}\right\} d t
$$

Then (5.3) follows as

$$
l \leqslant \frac{(l+1) t+l r}{t+r} \leqslant l+1
$$

(iv) From (5.3), we see that

$$
H^{\prime}(r) \geqslant 0 \quad \text { and } \quad \frac{d}{d r}\left\{H(r) / r^{\prime}\right\} \geqslant 0 .
$$

(v) This follows by integrating (5.3).
(vi) From (3.19), we see that

$$
z G_{\phi}^{\prime}(z) / G_{\phi}(z)=(-1)^{l} \int_{1}^{\infty} \frac{[\phi(t)]}{t+z}\left(\frac{z}{t}\right)^{l+1}\left\{\frac{(l+1) t+l z}{t+z}\right\} d t
$$

and using (5.7), we easily obtain (5.5).

Lemma 5.2. Let

$$
\begin{equation*}
f(z)=G_{\phi}(z) \exp (-U(z)), \quad z \in \mathbb{C} \tag{5.8}
\end{equation*}
$$

Let $R_{n}(z)$ be the $(n+1)$ th partial sum of the Maclaurin series of $f(z)$, $n=1,2,3, \ldots$ Let $\theta_{0} \in(-\pi, \pi)$. Assume that $\left\{\xi_{n}\right\}$ is a sequence of positive numbers such that for some $C_{1}$ and $C_{2}$,

$$
\begin{equation*}
H\left(\xi_{n}\right) \leqslant C_{1} n, \quad n=1,2, \ldots \tag{5.9}
\end{equation*}
$$

and

$$
\begin{array}{ll}
1 \leqslant \xi_{n} \leqslant C_{2} n^{1 / /}, & n=1,2, \ldots, \text { if } l>0, \\
0 \leqslant \log \xi_{n} \leqslant C_{2} n, & n=1,2, \ldots, \text { if } l=0 . \tag{5.11}
\end{array}
$$

Then there exist $C_{3}$ and $C_{4}$ such that for $z=r \exp \left(i \theta_{0}\right)$ and $r \in\left(0, C_{3}, \xi_{n}\right]$,
(i) $\quad\left|R_{n}(z)\right| \sim|f(z)|$.
(ii) $\left|R_{n}^{\prime}(z)\right| \leqslant \begin{cases}C_{4}(H(r) / r)|f(z)|, & r \geqslant 1, \\ C_{4}(H(r) / r+1)|f(z)|, & r<1 .\end{cases}$

Proof. Let $0<\varepsilon \leqslant \frac{1}{4}$. Cauchy's integral formula yields for $|z| \leqslant \varepsilon \xi_{n}$,

$$
\begin{equation*}
\left|R_{n}^{\prime}(z)-f^{\prime}(z)\right| \leqslant 2\left(\varepsilon \xi_{n}\right)^{-1} \max \left\{\left|R_{n}(t)-f(t)\right|:|t| \leqslant 2 \varepsilon \xi_{n}\right\} \tag{5.13}
\end{equation*}
$$

Further, Cauchy's integral formula yields in the usual way, for $|t| \leqslant 2 \varepsilon \zeta_{n}$,

$$
\begin{aligned}
\left|R_{n}(t)-f(t)\right| & =\left|(2 \pi i)^{-1} \int_{|u|=\xi_{n}} \frac{f(u)}{u-t}\left(\frac{t}{u}\right)^{n} d u\right| \\
& \leqslant 2 \max \left\{|f(u)|:|u|=\xi_{n}\right\}(2 \varepsilon)^{n} \\
& \leqslant 2 \exp \left(C_{5} H\left(\xi_{n}\right)+C_{6} \xi_{n}^{\prime}\right)(2 \varepsilon)^{n}
\end{aligned}
$$

(by (5.1), (5.8), and as $U$ has degree at most $l$ )

$$
\begin{equation*}
\leqslant \exp \left(C_{7} n+n \log (2 \varepsilon)\right) \tag{5.14}
\end{equation*}
$$

by (5.9), (5.10), and (5.11). From (5.13) and (5.14), we deduce

$$
\begin{equation*}
\left|R_{n}{ }^{(j)}(z)-f^{(j)}(z)\right| \leqslant \exp \left(C_{8} n+(n-j) \log (2 \varepsilon)\right), \tag{5.15}
\end{equation*}
$$

for $j=0,1,|z| \leqslant \varepsilon \xi_{n}$, and some $C_{8}$ independent of $\varepsilon$. Next, Lemma 4.3 shows that for $z=r \exp \left(i \theta_{0}\right)$ and $r \in(0, \infty)$,

$$
\begin{equation*}
|F(z)| \leqslant C_{9} \log (1+|z|) \tag{5.16}
\end{equation*}
$$

where $C_{9}$ is independent of $z$. Next, by (3.11) and (5.8), for $z \in$ $\left(0, \xi_{n} \exp \left(i \theta_{0}\right)\right]$, we have

$$
\begin{aligned}
|f(z)| & =\left|\exp \left((-1)^{I} H(z)+F(z)\right)\right| \\
& \geqslant \exp \left(-C_{10}\left\{H\left(\xi_{n}\right)+\log \left(1+\xi_{n}\right)\right\}\right)
\end{aligned}
$$

(by (5.2), monotonicity of $H$, and (5.16))

$$
\begin{equation*}
\geqslant \exp \left(-C_{11} n\right), \tag{5.17}
\end{equation*}
$$

by (5.9), (5.10), and (5.11). Together with (5.15), this shows that

$$
\left|R_{n}(z)\right| \sim|f(z)|, \quad z \in\left(0, \varepsilon \xi_{n} \exp \left(i \theta_{0}\right)\right]
$$

provided $\varepsilon$ is small enough. Next if $z=r \exp \left(i \theta_{0}\right)$ and $r>0$,

$$
\begin{align*}
\left|f^{\prime}(z) / f(z)\right| & \leqslant\left|G_{\phi}^{\prime}(z) / G_{\phi}(z)\right|+\left|U^{\prime}(z)\right| \\
& \leqslant \begin{cases}C_{12}\left(H(r) / r+r^{\prime-1}\right), & r \geqslant 1, \\
C_{12}(H(r) / r+1), & r<1\end{cases} \tag{5.18}
\end{align*}
$$

Here we have used (5.5) and the fact that $U$ is a polynomial of degree at most $l$. Using (5.4), (5.15), (5.17), and (5.18), we see that (5.12) follows for $z \in\left(0, \varepsilon \xi_{n} \exp \left(i \theta_{0}\right)\right]$, provided $\varepsilon$ is small enough.

## 6. Proof of Theorem 1.1

To prove Theorem 1.1, it suffices to construct polynomials $\left\{T_{n}(x)\right\}$ satisfying the hypotheses of Lemma 3.2. Let us fix $\frac{1}{2}<\beta<1$ and let

$$
\phi(t)=t^{\beta}, \quad t \in[0, \infty) .
$$

This choice of $\phi$ satisfies the hypotheses of Lemma 3.3 with $l=0$. Further, we see from (3.12) that

$$
\begin{align*}
H(z) & =\int_{0}^{\infty} \frac{t^{\beta}}{t+z}\left(\frac{z}{t}\right) d t-\int_{0}^{1} \frac{t^{\beta}}{t+z}\left(\frac{z}{t}\right) d t  \tag{6.1}\\
& =\pi \operatorname{cosec}(\pi \beta) z^{\beta}+O(1), \tag{6.2}
\end{align*}
$$

uniformly in the sector $|\arg (z)| \leqslant \pi+\varepsilon$ for any $0<\varepsilon<\pi$. Here we have used (4.1.6) in Boas [2, p. 56] and have applied (5.7) to the second integral in (6.1). Next, as $\frac{1}{2}<\beta<1$, we can choose $\theta_{0} \in(-\pi, \pi)$ such that $\pi / 2<\beta \theta_{0}<\pi$, and hence $\cos \left(\beta \theta_{0}\right)<0$. It then follows that

$$
\begin{equation*}
|\exp (H(z))| \sim \exp \left(-B r^{\beta}\right), \quad z=r \exp \left(i \theta_{0}\right), r \in[0, \infty) \tag{6.3}
\end{equation*}
$$

where

$$
B=\pi \operatorname{cosec}(\pi \beta)\left|\cos \left(\beta \theta_{0}\right)\right|>0 .
$$

Now, let us set $\xi_{n}=\Gamma_{n}=n^{1 / \beta}, n=1,2,3, \ldots$. It is clear from (6.2) that (5.9) and (5.11) are satisfied, while as $\beta>\frac{1}{2}$, (4.3) is satisfied. Let $\left\{R_{n}\right\}$ be the polynomials of Lemma 5.2 and $\left\{P_{n}\right\}$ be the polynomials of Proposition 4.1, with $\psi(t)=[\phi(t)]-\phi(t)$, so that $F_{0}(z) \equiv F(z)$. Further, let

$$
\begin{equation*}
V_{n}(z)=P_{[n / 4]}(z) R_{[n / 4]}(z), \quad n=1,2,3, \ldots \tag{6.4}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{n}^{*}(x)=\left|V_{n}\left(x \exp \left(i \theta_{0}\right)\right)\right|^{2}, \quad n=1,2,3, \ldots, x \text { real }, \tag{6.5}
\end{equation*}
$$

so that $V_{n}$ and $T_{n}^{*}$ are polynomials of degree at most $n / 2$ and $n$, respectively. By (6.4), (6.5), (4.4), and Lemma 5.2(i), for $x \in\left(0, C_{1} n^{1 / \beta}\right)$ and $z=x \exp \left(i \theta_{0}\right)$,

$$
\begin{aligned}
T_{n}^{*}(x) & \sim\left|\exp (-F(z)) G_{\phi}(z) \exp (-U(z))\right|^{2} \\
& =|\exp (2 H(z))| \quad(\text { by }(3.11)) \\
& \sim \exp \left(-2 B x^{\beta}\right),
\end{aligned}
$$

by (6.3). If, in addition, $x \geqslant 1$, (4.5) and (5.12) yield

$$
\begin{aligned}
\left|T_{n}^{* \prime}(x)\right| & =2\left|\operatorname{Re}\left\{V_{n}^{\prime}(z) \exp \left(i \theta_{0}\right) \overline{V_{n}(z)}\right\}\right| \\
& \leqslant C_{3} \exp \left(-2 B x^{\beta}\right)\left\{x^{-1}+H(x) / x\right\} \\
& \leqslant C_{4} \exp \left(-2 B x^{\beta}\right) x^{\beta-1},
\end{aligned}
$$

by (6.2). Finally, let

$$
T_{n}(x)=T_{n}^{*}\left(x(2 B)^{-1 / \beta}\right), \quad n=1,2, \ldots
$$

## 7. Proof of Corollaries 1.2 and 1.3

We shall prove both Corollaries 1.2 and 1.3 in a more general form, but need some preliminary lemmas:

Lemma 7.1. Let $0<p \leqslant \infty$. Let $0<\varepsilon<1$. There exists $C$ depending on $p$ and $\varepsilon$ only, such that for $n=1,2,3, \ldots$ and all polynomials $P$ of degree at most $n$,

$$
\left\|P^{\prime}\right\|_{L_{p}[-\varepsilon, \varepsilon]} \leqslant C n\|P\|_{L_{p}[-1,1]}
$$

Proof. For $1 \leqslant p \leqslant \infty$, this follows from Theorems 9.16 and 9.19 in Nevai [24, pp. 163-164]. For $0<p<1$, this follows from Theorem 5 in Nevai [23, p. 243].

Lemma 7.2. Let $\alpha>0$. Let $0<p \leqslant \infty$. There exist $C_{1}$ and $C_{2}$ depending on $\alpha$ and $p$ only, such that for all polynomials $P$ of degree at most $n$, $n=1,2,3, \ldots$,

$$
\left\|P W_{\alpha}\right\|_{L_{p}(\mathbb{R})} \leqslant C_{1}\left\|P W_{\alpha}\right\|_{L_{p}\left(-C_{2} n^{1 / \alpha}, C_{2} n^{1 / \gamma}\right)} .
$$

Proof. See Lubinsky [16, Theorem A] or Mhaskar and Saff [20, Lemma 6.3].

We can now prove
Theorem 7.3. (Local Markov-Bernstein Inequality). Let $\alpha>1$. Let $0<p \leqslant \infty$. Let $0<\eta<\xi<\infty$. There exist $C=C(\eta, \xi, \alpha, p)$ only, such that for all polynomials $P$ of degree at most $n, n=1,2,3, \ldots$,

$$
\begin{equation*}
\left\|P^{\prime} W_{\alpha}\right\|_{L_{p}\left(-\eta n^{1 / \alpha}, \eta n^{1 / \alpha}\right)} \leqslant C n^{1-1 / \alpha}\left\|P W_{\alpha}\right\|_{L_{p}\left(-\xi n^{1 / \alpha}, \xi n^{1 / \alpha}\right)} \tag{7.1}
\end{equation*}
$$

Proof. Let $\mathscr{I}_{n}=\left(-\eta n^{1 / x}, \eta n^{1 / x}\right)$ and $\mathscr{F}_{n}=\left(-\xi n^{1 / \alpha}, \xi n^{1 / x}\right), n=1,2,3, \ldots$. By Theorem 1.1, there exists a positive integer $J$, independent of $n$, and polynomials $S_{n}(x)$ of degree at most $J n, n=1,2, \ldots$, such that

$$
\begin{equation*}
S_{n}(x) \sim W_{x}(x), \quad|x| \leqslant \xi n^{1 / \alpha} \tag{7.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|S_{n}^{\prime}(x)\right| \leqslant C n^{1-1 / x} W_{x}(x), \quad|x| \leqslant \xi n^{1 / x} \tag{7.3}
\end{equation*}
$$

Then, for each polynomial $P(x)$ of degree at most $n$,

$$
\left\|P^{\prime} W_{\alpha}\right\|_{L_{p}\left(\mathscr{\vartheta}_{n}\right)} \leqslant C_{1}\left\|P^{\prime} S_{n}\right\|_{L_{p}\left(\mathcal{\vartheta}_{n}\right)}
$$

(by (7.2))

$$
\begin{align*}
& =C_{1}\left\|\left(P S_{n}\right)^{\prime}-P S_{n}^{\prime}\right\|_{L_{p}\left(\mathscr{F}_{n}\right)} \\
& \leqslant C_{2}\left\{\left\|\left(P S_{n}\right)^{\prime}\right\|_{L_{p}\left(\mathscr{\mathscr { G }}_{n}\right)}+n^{1-1 / x}\left\|P W_{\alpha}\right\|_{L_{p}\left(\mathscr{\mathscr { O }}_{n}\right)}\right\}, \tag{7.4}
\end{align*}
$$

by (7.3). This last step is valid even if $0<p<1$, provided $C_{2}$ is large enough. Since $P S_{n}$ is a polynomial of degree at most $(J+1) n$, we can apply Lemma 7.1 after transforming the interval $\mathscr{I}_{n}$ to $(-\varepsilon, \varepsilon)$ and $\mathscr{J}_{n}$ to $(-1,1)$, with $\varepsilon=\eta / \xi$, to deduce

$$
\begin{aligned}
\left\|\left(P S_{n}\right)^{\prime}\right\|_{L_{p}\left(\mathscr{F}_{n}\right)} & \leqslant C_{3} n^{1-1 / x}\left\|P S_{n}\right\|_{L_{p}\left(\mathscr{F}_{n}\right)} \\
& \leqslant C_{4} n^{1-1 / x}\left\|P W_{2}\right\|_{L_{p}\left(\mathscr{g}_{n}\right)}
\end{aligned}
$$

by (7.2). Together with (7.4), this yields (7.1).
We note that essentially the above idea appears in Bonan [3] and Bonan and Nevai [4], but the method was rediscovered by the present authors. It is clear that Corollary 1.3 follows from Lemma 7.2 and Theorem 7.3. The following result is new only for $1<\alpha<2$ :

Theorem 7.4. Let $0<p \leqslant \infty, \alpha>1$, and $j$ be a non-negative integer. Then there exist $C_{1}$ and $C_{2}$ depending only on $j, p$, and $\alpha$ such that

$$
\begin{array}{ll}
\text { (i) } \lambda_{n, p}\left(W_{x}, j, x\right) \sim\left(n^{1 / x \cdot 1}\right)^{j+1 / p} W_{x}(x), & |x| \leqslant C_{1} n^{1 / x} ; \\
\text { (ii) } \lambda_{n, p}\left(W_{x}, j, x\right) \geqslant C_{2}\left(n^{1 / x-1}\right)^{j+1 / p} W_{x}(x), & x \in \mathbb{R} . \tag{7.6}
\end{array}
$$

Proof. It suffices to prove (7.6), since matching upper bounds for $\lambda_{n, p}\left(W_{\alpha}, j, x\right)$ for $|x| \leqslant C_{1} n^{1 / x}$ appear in [17, Theorem 3.6 (ii)]. We start by considering the case $j=0$. Let $0<\eta<\xi<\infty$, and $\left\{S_{n}\right\}$ be the polynomials of degree at most $J n$ satisfying (7.2) and (7.3). Then, for $|x| \leqslant \eta n^{1 / x}$, (2.1) and (7.2) show that

$$
\begin{align*}
\lambda_{n, p}\left(W_{\alpha}, j, x\right) / W_{\alpha}(x) & \geqslant C \inf _{P_{n-1}}\left\|P S_{n}\right\|_{\left.L_{p(-\xi}-5 n^{1 / x}, \xi n^{1 / x}\right)} /\left|P S_{n}\right|(x) \\
& \geqslant C \inf _{\inf _{(J+1 / n-1}}\|P\|_{L_{p}\left(\cdots \xi n^{1 / x}, 5 n^{1 ; x)}\right.} /|P(x)| \\
& \geqslant C_{1}\left(n^{1 / \alpha-1}\right)^{1 / p}, \tag{7.7}
\end{align*}
$$

by Lemma 6.3 .5 and Theorem 6.3 .13 [24, pp. 108, 113] and by transforming the interval $\left(-\xi n^{1 / \alpha}, \xi n^{1 / \alpha}\right)$ to ( $-1,1$ ). Although Nevai's result is proved for $0<p<\infty$, the last step is trivial if $p=\infty$. This establishes (7.6) for $j=0$ and $|x| \leqslant \eta n^{1 / \alpha}, \eta>0$ arbitrary. Now, by Lemma 7.2 , we can choose $\eta>0$ such that for all polynomials $P$ of degree at most $n$,

$$
\begin{align*}
\left\|P W_{x}\right\|_{L_{x}(\mathbb{R})} & \leqslant C\left\|P W_{\alpha}\right\|_{L_{x 1}-\eta n^{1 / 2, \eta n / / 2)}} \\
& \leqslant C_{2}\left\|P W_{\alpha}\right\|_{L_{p}(\mathbb{R})}\left(n^{1-1 / \alpha}\right)^{1 / p}, \tag{7.8}
\end{align*}
$$

by (7.7) and the definition (2.1) of $\lambda_{n, p}\left(W_{x}, 0, x\right)$. Hence, (7.6) holds for $j=0$ and all $x \in \mathbb{R}$. This last trick is essentially due to Mhaskar and Saff [20, Theorem 6.5].

To prove (7.6) for $j=1,2,3, \ldots$, we note that for any polynomial $P$ of degree at most $n$, Corollary 1.3 yields

$$
\begin{aligned}
\left\|P^{(j)} W_{x}\right\|_{L_{x}(\mathbb{R})} & \leqslant C_{3}\left(n^{1-1 / \alpha}\right)^{\prime}\left\|P W_{x}\right\|_{L_{x}(\mathbb{R})} \\
& \leqslant C_{4}\left(n^{1-1 / x}\right)^{j+1 / p}\left\|P W_{\alpha}\right\|_{L_{p}(\mathbb{R})}
\end{aligned}
$$

by (7.8). This establishes (7.6) in the general casse.
We can now prove that assertions (i) and (ii) of Theorem 1.1 cannot hold for any $\alpha \in(0,1]$. For if they did, the method of proof of Theorem 7.4 would show that (7.6) holds for some $\alpha \in(0,1]$. If $\alpha<1$, this would contradict the fact that $\lambda_{n, p}$ is non-increasing in $n$. If $\alpha=1$, then (7.6) and (2.3) would imply that

$$
\lambda_{n}\left(W_{1}^{2}, x\right) \geqslant C W_{1}^{2}(x), \quad x \in \mathbb{R},
$$

which would contradict the known upper bounds for the Christoffel functions [12] as well as the fact that the Hamburger moment problem for $W_{1}^{2}$ is determinate.

Corollary 7.5. Let $\alpha>1$ and $j$ be a non-negative integer. Then, for $n=j+1, j+2, \ldots$,

$$
\sum_{k=0}^{n-1}\left\{p_{k}^{(j)}\left(W_{\alpha}^{2} ; x\right)\right\}^{2} W_{\alpha}^{2}(x) \begin{cases}\sim\left(n^{1-1 / \alpha}\right)^{2 j+1}, & |x| \leqslant C_{1} n^{1 / \alpha}, \\ \leqslant C_{2}\left(n^{1-1 / \alpha}\right)^{2 j+1}, & x \in \mathbb{R} .\end{cases}
$$

Proof. This follows from (2.2) and Theorem 7.4.
The following weighted Nikolskii inequality appears in Mhaskar and Saff [20, Theorem 3.1] with an extra factor of $\log n$ for $1<\alpha<2$.

Theorem 7.6. Suppose $\alpha>1$ and $0<p<r \leqslant \infty$. Then

$$
\begin{equation*}
\left\|P W_{\alpha}\right\|_{L_{r}(\nexists)} \leqslant C\left(n^{1-1 / \alpha}\right)^{1 / p} \quad{ }^{1 / r}\left\|P W_{\alpha}\right\|_{L_{p}(\forall)}, \tag{7.9}
\end{equation*}
$$

for all polynomials $P$ of degree at most $n$, and with $C=C(\alpha, p, r)$ only.
Proof. For $r=\infty$, we proved (7.9) in Theorem 7.4 see (7.8). Suppose now $0<p<r<\infty$. Then

$$
\begin{aligned}
\left\|P W_{\alpha}\right\|_{L_{r}(\mathbb{R})}^{r} & =\int_{-\infty}^{\infty}\left|P W_{\alpha}(x)\right|^{r-p}\left|P W_{\alpha}(x)\right|^{p} d x \\
& \leqslant\left\|P W_{\alpha}\right\|_{L_{\alpha}(\mathbb{R})}^{r-p}\left\|P W_{\alpha}\right\|_{L_{p}(\mathbb{R})}^{p} \\
& \leqslant C\left(n^{1-1 / x}\right)^{(1 / r)(r-p)}\left\|P W_{\alpha}\right\|_{L_{r}(\mathbb{R})}^{r-p}\left\|P W_{\alpha}\right\|_{L_{p}(\mathbb{R})}^{p}
\end{aligned}
$$

by what has already been proved. Then (7.9) follows on taking pth roots.

The next result is new only for $1<\alpha<2$ :
Theorem 7.7. Let $\alpha>1$. There exists $C$ such that for every pair of consecutive zeros $x_{j n}$ and $x_{j+1, n}$ of $p_{n}\left(W_{x}^{2} ; x\right)$ lying in $\left(-C n^{1 / x}, C n^{1 / x}\right)$, we have

$$
x_{j n}-x_{j+1, n} \sim n^{-1+1 / x} .
$$

Proof. The requisite lower bounds for $x_{j n}-x_{j+1, n}$ may be proved as in Theorem 5.1 in Freud [10, p. 36], using Corollary 7.5. The upper bounds were proved in Freud [9, p. 294].

Finally, we note that Nevai [22, p.336] showed that the leading coefficient $\gamma_{n}=\gamma_{n}\left(W_{\alpha}^{2}\right)$ of $p_{n}\left(W_{\alpha}^{2} ; x\right)$ satisfies $\gamma_{n-1} / \gamma_{n} \sim n^{1 / x}, n=1,2, \ldots, \alpha \geqslant 1$.

Together with Corollaries 1.2 and 1.3 and Theorem 7.7, this may be used to extend the approximation theoretic results in $[10,11]$ and possibly those discussed in [19] to the weights $W_{\alpha}, 1<\alpha<2$.
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